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ABSTRACT 
 

It has been observed that in realistic situations, a single mathematical model measuring distance between two probability 

distributions may not be appropriate one. This motivation encourages to introduce new measures of divergence or cross-

entropy so as to induce flexibility in different disciplines. The present communication is a step in this direction and deals 

with the development of new parametric and non-parametric measures of divergence in the probability spaces. 
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INTRODUCTION 

 

Divergence measures play a crucial role in measuring the 

distance between two probability distributions and in the 

theory of probability, one of the core issue is to find such 

an appropriate measures of distance. In the literature of 

information theory, such a measure of distance also 

known as measures of cross entropy or measures of 

divergence provides the difference between two  

probability distributions P  and Q . Such a divergence 

measure is a useful instrument in solving many 

optimization problems dealing with a variety of 

disciplines in physical, biological, engineering and 

mathematical sciences. The mathematical model for such 

a divergence measure is probabilistic in nature and was 

first investigated by Kullback and Leibler (1951). The 

mathematical expression of this model is given by  
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Dragomir (2005) has introduced several new classes of 

general divergence measures, presented their main 

properties and developed the connection with known 

information measure like Csiszar’s f  divergence or the 

Jeffreys divergence (1946). Amari (2009) has also 

contributed towards the development of some divergence 

measures. Wada (2009) has developed a relation giving 

two parametric generalization of the well-known relation 

between log-likelihood and Kullback and Leibler’s (1951) 

divergence measures. 

 

Keeping in view, the fundamental properties and 

applications areas of such divergence measures in 

probability spaces, many new measures of divergence 

have been investigated by various researchers. Some of 

these are: 
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which is Havrda and Charvat (1967) probabilistic 

measure of divergence.  
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which is Renyi’s (1961) probabilistic measure of 

divergence. 

 

Parkash and Mukesh (2011, 2014) developed the 

following divergence measures and applied these 

measures to the fields of Statistics and Operations 

Research: 
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where ,   are real parameters. 

Furthermore, Parkash and Priyanka (2013, 2014) 

developed the following measures of divergence and 

applied their findings to the field of Coding Theory: 
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Huang et al. (2016) presented a generalization of 

Kullback and Leibler (1951) divergence measure in the 

form of Tsallis statistics and studied several important 

properties of the new generalization such as pseudo-

additivity, positivity and monotonicity in addition to the 

essential properties of a divergence measure. Some other 

pioneers who have made the study of divergence 

measures more rigorous include Chen et al. (2012), 

Sankaran et al. (2016), Di Crescenzo and Longobardi 

(2015), Liu et al. (2014), Taneja (2004) and Zhao and 

Blahut (2007) etc. 
 

In section 2, we propose two new measures of divergence 

and study their detailed properties.  

 

2. TWO NEW GENERALIZED MEASURES OF 

CROSS ENTROPY 

(i) A New Non Parametric Measure of Cross-Entropy 

For any two discrete probability distributions P  and Q , 

we propose the following measure of divergence:  
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To prove that the measure (2.1) is a valid measure of 

cross entropy, we study its essential properties as follows: 

(i)  ; 0D P Q   

(ii)  ; 0D P Q   iff QP   

(iii)  ;D P Q  is convex function of both 

nppp ...,,, 21  and nqqq ...,,, 21 . 

(i) To prove  ; 0D P Q  , we use the inequality,  

1ln  xx     (2.2) 

The result (2.1) can be written as 
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(ii)  ; 0D P Q  if and only if .P Q  

(iii)  ;D P Q  is convex. 
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The Hessian matrix of second order partial derivatives of 

f  with respect to 
1 2, , , np p p  is 
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which is positive definite matrix. Thus,  ;D P Q  is a 

convex function of 
1 2, , , np p p . 
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Proceeding on similar lines, we have proved that 

 ;D P Q  is a convex function of 
1 2, , , nq q q . 

For this purpose, we have made the following 

observations: 
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The Hessian matrix of second order partial derivatives of 

f  with respect to nqqq ,...,, 21  is 
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which is positive definite matrix. Thus,  ;D P Q  is a 

convex function of both 
nppp ...,,, 21

 and 

1 2, , , nq q q . Moreover, with the help of numerical data 

shown in the Table 1, we have presented  ;D P Q  as 

shown in the Figure 1. 

 

Table 1.  QPD ,  against p  and 0.5q   

 

p  q   QPD ,  

0.1 0.5 0.531004 

0.2 0.5 0.278072 

0.3 0.5 0.118709 

0.4 0.5 0.029049 

0.5 0.5 0 

0.6 0.5 0.029049 

0.7 0.5 0.118709 

0.8 0.5 0.278072 

0.9 0.5 0.531004 

 
                 Fig. 1. Convexiety of  QPD ,   

  

Hence, under the above conditions, the function 

 QPD ,  is a correct measure of cross-entropy. 

 

(ii) A New Generalized Parametric Measure of Cross-

Entropy 
Now, we propose a new generalized parametric measure 

of cross entropy is given by 
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We have, 
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Thus  ;D P Q
 is a generalization of Kullback and 

Leibler (1951) measure of cross entropy. To prove this is 

valid measures of cross-entropy, we prove the following 

properties.  

(i) We have,  
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Thus,  ; 0D P Q  . 

(ii)  ; 0D P Q   iff QP  . 

(iii) To prove  ;D P Q  is convex function of both 

P and Q , we have  
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which is positive definite matrix. So, it is convex function 

of nppp ...,,, 21 . 

Similarly, 
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which is also positive definite matrix. So, it is convex 

function of nqqq ...,,, 21 . Moreover, with the help of 

numerical data shown in Table 2, we have presented 

 ;D P Q  as shown in the following Fig.ure 2. 

Table 2.  ,D P Q  against p  for 2n  , and 2   

 

p  q   ,D P Q
 

0.1 0.5 0.214813 

0.2 0.5 0.108127 

0.3 0.5 0.045178 

0.4 0.5 0.010932 

0.5 0.5 0 

0.6 0.5 0.010932 

0.7 0.5 0.045178 

0.8 0.5 0.108127 

0.9 0.5 0.214813 

 

 
                 Fig. 2. Convexity of  ;D P Q

  

 

Hence, under the above conditions, the function 

 ;D P Q
 is a correct measure of cross-entropy. 

 

CONCLUDING REMARKS  

 

To induce flexibility in many real life situations, we need 

a variety of parametric and non-parametric measures of 

divergence so as to extend their applications in different 

areas of research. Our study is a step in this direction and 

such a study can be made for other distributions including 

continuous and fuzzy distributions.  
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